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Following a very successful workshop last year in which VisWeek participants had the opportunity to discuss and showcase their visualization techniques to leading clinicians, we propose to organize a follow-up workshop to discuss how visual analytics can play a central role in current national Open Health Data initiatives.

Given the challenges facing the healthcare system across the world, a number of recent government initiatives, including those in the United States and the EU, have dramatically increased the accessibility to a wide range of public health datasets. Many datasets are now available electronically, often via easy-to-use online APIs. Governments are looking to the innovation of data scientists and visualization experts to help extract insights from this data that can help influence policy, drive efficiency, and improve overall health and wellness. But governments are not alone, non-governmental medical institutions are also starting to embrace open data access in the hopes that new solutions emerge that can improve efficiency and cost effectiveness.

The 2012 Workshop on Visual Analytics in Healthcare provides an opportunity for participants to discuss visual analysis applications in the healthcare domain. The focus of this year’s workshop will be on Open Health Data initiatives. In addition to sharing and discussing use cases, techniques, and applications in this area, participants will be able to meet with a program officer involved in major open health data initiatives and learn about funding opportunities. The workshop will allow participants to showcase their ongoing work on visualization and data mining techniques and to learn more about emerging sources of open health data.
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Mr. Will Pugh is the Chief Technology Officer Socrata. Socrata is the leading developer and provider of Open Data Services that enable federal, state, and local governments to improve the reach, usability and social utility of their public information assets. Mr. Pugh began his career with Microsoft as a Software Design Engineer before founding SourceLabs, a provider of tools and services used to support open source software environments. In past positions he has led teams for VMWare, EMC, and BEA Systems. Mr. Pugh graduated from Cornell University with a degree in computer science.

Rick Barnhill is the Deputy Chief and Program Manager for the Regional Clinical Informatics division for the Army's Western Regional Medical Command and Madigan Army Medical Center. In this capacity he develops and manages electronic medical applications for all U.S. Army facilities in a twenty state area reaching from Alaska to west Texas. Over the last seven years his office has worked as well on sharing electronic medical information with the Veterans Administration, supporting tactical medicine and many efforts focused on personal health information.
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Masterplan: A Different View on Electronic Health Records

Dominique Brodbeck, Markus Degen, and Andreas Walter

Fig. 1. The flow of patients through a large hospital in four different views: organizational, systemic, topographic (top row), and chronological (bottom right). The yellow lines show the trajectory of a single case treated for abdominal metastasis during a four-week stay at the hospital.

Abstract—Hospitals collect large amounts of data during their daily operation. Next to its immediate primary purpose, this data also contains implicit information that can be used to improve clinical and administrative processes. We present a case study of how strategic infrastructure planning can be supported by the analysis of enriched patient flow through a hospital. Data from various hospital information systems was collected, enriched with topographical and organizational data, and integrated into a coherent data store. Common analysis tools and methods do not support exploration and sense-making well for such large and complex problems. We therefore developed a highly interactive visual analytics application that offers various views onto the data. The analysts were able to validate their experiences, confirm hypotheses and generate new insights. As a result, several sub-systems of clinics were identified that will play a central role on the future hospital campus. In this case study we show that a different view on electronic health records can provide not only clinical insights but also help improve operational efficiency.

Index Terms—Clinical informatics, visual analytics, patient flow, hospital planning, case study.

1 INTRODUCTION

Health care institutions such as hospitals collect and manage large amounts of data. Next to its eventual use in supporting clinical care, the data is also largely used for administrative purposes such as billing, scheduling, or resource planning [1]. While there are common hospital information systems that perform the core of the data management, there are typically many additional independent systems that are designed to support a specific medical procedure.

• Dominique Brodbeck is with University of Applied Sciences and Arts Northwestern Switzerland, e-mail: dominique.brodbeck@fhnw.ch
• Markus Degen is with University of Applied Sciences and Arts Northwestern Switzerland, e-mail: markus.degen@fhnw.ch
• Andreas Walter is with Inselspital, Bern University Hospital, e-mail: andreas.walter@insel.ch

Integrating this data into a coherent data store, opens up the possibility to have a different view than what can be gained by just looking at the individual systems and their intended purpose. Interesting questions for strategic hospital planning for example require queries across several of the systems and along different dimensions: Which departments have many transfers between each other? Are there unusual transfers into other departments that deviate from this trend, and how are the involved patients characterized? Is this effect seasonal? If the data is enriched even more, for example with external data like geographic location of departments, weather conditions, etc. then further investigations become feasible.

Hospital sites are developed in an evolutionary manner over a long time span. This leads to physical and organizational layouts of the facilities that are usually not optimal anymore after a certain while. Strategic planning with time horizons of 25 years and more provides the opportunity to correct this degeneration, and optimize the layout when the campus is enlarged, new facilities are built, or old ones replaced.
In this paper, we present a case study where we collected, combined, and enriched data from a large university hospital, and used interactive visualization to access, analyze, and interpret the data to support strategic infrastructure planning.

2 METHODS

2.1 Data Aggregation

Large hospitals, and in particular university hospitals, typically have a heterogeneous IT-infrastructure due to the fact, that the different clinics are rather autonomous and have different needs for the type of data to store. Often data of one clinic (i.e., orthopedics) is stored in a specific IT system onl

The optimal configuration of departments, their organizational units and technical facilities is not always evident. Questions such as “where should the emergency department be placed, and if we locate it in a new building, do we need an additional radiology facility?” should be answered based on evidence and insights rather than intuition, subjective opinions, or obsolete experience [2]. The idea therefore was to use past real data to identify existing clusters of organizational units that are related based on what they actually do, and not on where they are placed in the organization chart. With these insights, it should be possible to define future sub-systems of organizational units and medical functions, optimized for efficiency. These new sub-systems can then be characterized again with the past data for further analysis and communication to stakeholders.

In this paper, we present a case study where we collected, combined, and enriched data from a large university hospital, and used interactive visualization to access, analyze, and interpret the data to support strategic infrastructure planning.

The design of our data store was heavily influenced by the two central dimensions of expected queries:

- **Multi-Scale:** Case data has to be aggregated into several layers to allow drill-down from the hospital level (e.g., number of patient-days per year) to specific organizational units (e.g., is there a seasonal pattern in patients’ visits to the pneumology clinic?), and to individual patient cases (e.g., chronology of visits to the radiology department for one specific case).

- **Multi-Aspect:** View the data from different aspects, ranging from the linear temporal view (e.g., chronological view of all events in a patient case), to a two-dimensional geographic map (e.g., where should the radiology department be placed on a campus to minimize travel distances for patients?), to the network topology of relationships between organizational units (e.g., which units transfer the most patients between each other?).

Overall, we collected one full year of data from 40 clinics comprising 300 organizational units that treated 40’000 cases from 30’000 stationary patients, with 320’000 transfers between the organizational units.

2.2 Visual Analytics

With all the data integrated and available, the next challenge was to render it usable for the planning experts. For the type of problems found in our case study, analysts often only have vague notions of what they are looking for (“I know it when I see it”). It is therefore crucial to make the data visible from various angles, and to provide highly interactive tools to identify interesting patterns and access details in context. We developed a visual analytics application to support analysts in making sense of the collected data. The application offers four principal views (Figure 1):

- **Organizational:** shows the organizational structure and how the actual medical activities shape the administrative space
- **Systemic:** reveals the operational structure as it emerges from patients flowing through the hospital
- **Topographical:** shows the actual physical situation as a structure that evolved through many individual decisions
- **Chronological:** adds the dynamic view on how events and quantities change over time

2.2.1 Organizational View

The organizational view (Figure 1, top left) uses a circular layout to arrange all the major clinics of the hospital. Circular layouts have proven effective to show genetic sequences and relationships between genomic positions [3]. We adapted this technique to show the flow of patients in relation to the organizational structure of the hospital.

The outer circle shows how many patients enter (blue bars) or exit (red bars) a clinic from outside of the hospital. The inner circle...
represents the size of the clinic, as measured by the number of individual cases that passes through that clinic, mapped to the thickness of the black bar. The combined bi-directional flow of patients between two clinics is shown as a curved line, whose thickness is proportional to the number of transfers.

If a clinic is probed (hover with the mouse cursor) then all the incoming or outgoing transfers from that clinic are overlaid (Figure 2). If a clinic is selected then only the transfers to and from that clinic are shown and all the others suppressed (Figure 3). Probing now shows quantitative information about the number of transfers from the selected clinic to the probed one.

### 2.2.2 Systemic View

The movement of patients between clinics effectively creates a network of relationships, where clinics that move more patients between them are closer, or more similar, than clinics with fewer or no transfers.

To make this network visible, we employ a multidimensional scaling algorithm [4]. Multidimensional scaling is a family of methods that turns information about the similarity of objects into geometric positions in such a way that, as best as possible, similar objects are close together and dissimilar ones far apart. It is particularly well suited for our data because it is able to reproduce non-linear high-dimensional structures in a lower-dimensional (i.e., two-dimensional) geometric representation (i.e., points on a plane).

Once the positions of the clinics on what we now call the systemic view are determined, the transfers are represented analogous to the organizational view in order to emphasize their complementary aspect (Figure 1, top center).

### 2.2.3 Topographical View

The topographical view (Figure 1, top right) shows the patient transfers on a geographical representation of the current hospital campus. The clinics cannot be represented as single units like in the other views, since the various organizational sub-units of a clinic are not typically located in a single physical location. Distinct locations are therefore symbolized as circles and the organizational sub-units at this location are represented as filled dots within this circle. The layout within a circle is randomized and the dots drawn transparently. This visualization scales well with the greatly varying number of units at a single location.

### 2.2.4 Chronological View

The time-dependent behavior of the system is shown in the chronological view (Figure 1, bottom right). The in- and out-transfers for each day are shown as a mirrored stacked bar chart. The dark hues in the center close to the time axis show the transfers from (blue, pointing up) and to (red, pointing down) other clinics, whereas the external entries and exits are stacked on top and shown in light hues. The mirroring makes it easy to spot imbalances between in- and out-flows. The net flow for each day is cumulated and over-plotted as a black line. This essentially shows the number of patients that are present in a clinic on a particular day.

### 2.2.5 Interaction

All the views are coordinated through brushing and linking. In order to rationalize and interpret the insights and hypotheses generated with the four principal views, it is necessary to drill-down to the level of individual cases. Cases can be filtered either by organizational unit that they have visited on their journey through the hospital, or by various categorical or numerical case attributes (e.g., destination after discharge, diagnosis, length of stay). When a case is selected from the list of filtered results, its details are shown both as a table of transfers, as well as a visualization of the whole case history (Figure 5), showing admission, surgeries, radiology procedures, ambulatory visits, and transfers between organizational units (vertical axis) on a time-line (horizontal axis). At the same time, the transfers of the selected case are highlighted (yellow) in the main views (Figure 1).

In a separate view, we show all the filtered cases at the same time. In order to display several hundred case histories in parallel, their representation is condensed to a single line that is only one pixel high, but still preserves the essential information about the case history (Figure 4).

### 3 Results

The analysis starts with the organizational view (Figure 1, top left) that shows the overview of how patients flow through the hospital system. The outer ring shows that by far the most patients enter the hospital (blue bars) through the emergency department (NOTF), followed by gynecology (FRKE), pediatric surgery (KCHK), and cardiology (KARD). The clinic for pediatric surgery has a negative balance for entries/exits (red bars), which means that like in the emergency department, patients enter the hospital through this unit but then get transferred into other units. The opposite is the case for the children’s clinic, suggesting a typical path for pediatric patients. This is indeed the case, since the clinic for pediatric surgery also operates an emergency room for children, which accounts for most of these transfers. Another feature that pops out is that while the clinic for gynecology (FRKE) has many external entries and exits, it has very few internal transfers. This is due to most of the women giving birth without further complications.

Looking at the transfers on the inside of the circle, it becomes obvious that the institute for diagnostic, interventional and pediatric radiology (DIPR) plays an important role. Highlighting all the transfers that go out of DIPR (Figure 2) shows that it is a service center for many of the hospital’s clinics. Further examination shows a less pronounced but similar pattern for the cardiology clinic (Figure 3). About 17% of its transfers are from and to the clinic for internal medicine (KAIM) and about the same for the clinics of cardiovascular surgery (HGBE), and neurology (NRLK).

The systemic view reveals a number of interesting features of the way that the clinics are related based on the actual flow of patients. In Figure 6 we can see a dense core of highly related clinics in the center, surrounded by a ring of clinics with a less central role, and finally followed by a number of clinics that are very peripheral (e.g., clinics of hematology, osteoporosis, oncology, infectiology).

If we limit the view to clinics that have at least 1000 transfers with any of the other clinics, four groups emerge (Figure 7). At the core we have the emergency department (intersection between
groups A and B). Group A encompasses the radiology at the center, and clinics such as cardiology, abdominal medicine, orthopedic surgery, or internal medicine surrounding it. Group B also connects to the emergency department, but groups around clinics such as neuroradiology, intensive medicine, neurology, neurosurgery, or immunology and allergology. Groups C (radio-oncology and oncology wards) and D (children’s clinic and pediatric surgery) are somewhat separate and less central.

The chronological view provides a view of the patient flow across time. Looking at the whole hospital (Figure 8, top), it can be seen that the number of patients who stay at the hospital is quite constant (black line), with only minimal seasonal effects. The oscillation pattern is due to the fact that surgeries tend to take place at the beginning of the week (peaks), and patient discharge takes place preferentially before the weekend (lows).

If we look at the emergency department shown in Figure 8 (bottom left), we can see that only a small number of patients stay at this department for a long time (black line) but there are a lot of patients entering directly from outside the hospital (light blue bars) and are transferred to other clinics within the hospital (dark red bars). Figure 8 (bottom right) shows the radiology department. The black line stays at zero because no patients stay overnight in this clinic.

This department adds to the weekly pattern found in the overall hospital view, since planned interventions are not performed during the weekend.

4 Conclusion

In their daily work, people develop an intuition for the relations in a system. The view of the observers however is often limited to their sphere of action. The dependencies on the next or next-to-next source of influence are not taken into account sufficiently. Our analysis with this application however allowed us to gain an overview of the big picture of the hospital system.

By making the flow of patients visible, we were able to contrast the hierarchical organizational structure with the actual implemented working relationships. This showed the difference between the operational structures that developed through medical consequences, and the theoretically defined organizational structure. Based on this difference, we were able to describe new sub-systems and identify an organizational form that corresponds to the current actual needs.

It was not really a surprise that the core functions of a hospital such as emergency department, operating rooms, and diagnostic functions appeared in the center of the system, but it was not expected to be so pronounced. A new insight was the role of the cardiology clinic as an important service center for diagnostics. This led to the decision to also assign it a central role on the campus. Also new was the interpretation of the role of the clinic for internal medicine as being primarily a receiving station for the emergency room, with the further distribution into the specialized clinics taking place only one or two days later.

In summary, our case study has shown that there is a wealth of interesting information in the data that is collected in large hospitals, beyond their immediate and intended use. We took a different view on electronic health records to support strategic infrastructure planning.
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Designing an Open Source Presentation Layer for the Patient-Centered Medical Home

JIHOON KANG, MFA, ASSOCIATE DIRECTOR, PARSONS INSTITUTE FOR INFORMATION MAPPING

ABSTRACT
The Parsons Institute for Information Mapping (PIIM) through funding provided by the Telemedicine & Advanced Technology Research Center (TATRC) is developing a widget-based prototype for the Patient-Centered Medical Home (PCMH) environment. Through a collaboration with the Walter Reed National Military Medical Center (WRNMMC), the prototype provides both a patient and provider portal. This presentation layer is streamlined for easy access to medical information and interaction between patients and healthcare providers. We hope to show how through an Open Source environment and a better mapping of data sources and providers, better design can contribute to more manageable EHR environment. This presentation will show some results of our recent usability testing efforts and demonstrate the prototype. The designs, code base, and documentation are planned for an Open Source release in December 2012 through the osehra framework.

INTRODUCTION
The Parsons Institute for Information Mapping (PIIM), of The New School is developing a widget-based prototype for the Patient-Centered Medical Home (PCMH) Environment. The prototype, Healthboard, is being developed in Flex/Flash and will serve to provide a one-stop visual dashboard for patients and providers. Developed specifically to enhance the communication of information through better visualization of medical data, the tool strives to make difficult data much easier to understand by utilizing best-practice design principles and standardization of information provided through the system.

Healthboard is scheduled for a planned release within the Open Source Electronic Health Record Agent (osehra) platform. We hope to establish Healthboard as an alternative presentation layer for electronic medical records (EMR) or for use directly within the PCMH environment. The prototype and design documents will be provided to assist developers in providing an enhanced level of support, better user experience and a streamlined interface between patients and their healthcare providers. Because the system follows a modular structure, some or all of Healthboard may be implemented depending on the need of the particular program.

FIGURE 1: Screen shots from Patient Portal and Providers Portal of Healthboard
BACKGROUND
In 2008, PIIM began a project with the Telemedicine & Advanced Technology Research Center (TATRC) to develop an enhanced graphic user interface (GUI) for the Armed Forces Health Longitudinal Technology Application (AHLTA). PIIM’s work was to identify opportunities to improve the GUI and the overall visualization of medical information available in AHLTA. PIIM was also responsible for performing a review of the usability of the system and provide recommendations for improving the system’s use amongst end users. Finally, PIIM developed a prototype that represented all of these areas to demonstrate the effect that a redesigned GUI could have on the system.

In 2009, PIIM began working on the Visual Dashboard and Heads-up Display of Patient Conditions award, which ultimately created the Healthboard system described herein. The project involved developing a visual style for the patient and provider dashboards used within a Patient-Centered Medical Home Environment, developing a user experience strategy, engineering a prototype, and finally performing usability testing and redesigning the interface based on user feedback.

DEVELOPMENT OF THE HEALTHBOARD PROTOTYPE
The goal of Healthboard was to ultimately provide a way for active duty military personnel and their spouses to interact with their own personal health information and electronic medical records. Furthermore, Healthboard was to provide a streamlined mechanism for patients and providers to interact. Our development effort began with the following high-level requirements:

- To enhance communication between the patient and providers
- To allow the patient to gain easy access to his/her own health records
- To enable health data self-reported by the patient
- To help the patient gain health literacy and awareness

By integrating best-practice design principles and data visualization strategies, the enhanced GUI design and its attention to user friendliness and usability targets should provide a better overall user experience for patients as they interact with medical information. As a result, medical information could be streamlined. To some degree, the intimidation factor of viewing such information could be partially mitigated for non-medically trained users.

FIGURE 2: UI components related to data visualization
COLLABORATION

Working with project stakeholders and Military Health System (MHS) representatives, PIIM developed a Product Requirements Document (PRD) and Project Management Plan (PMP). Developing iterative versions of three primary documents, the Detailed GUI Design Volume, Information Strategy Volume, and Engineering Volume, these projects served to provide the basis and backbone for the eventual prototype. As the Patient-Centered Medical Home Environment within Walter Reed National Military Medical Center (WRNMMC) was identified as the primary use case for the development of the Healthboard prototype, PIIM worked with the medical home program at WRNMMC and Telemedicine & Advanced Technology Research Center (TATRC). The following experts in each organization have contributed towards the successful completion of this project:

Parsons Institute for Information Mapping (PIIM)

GUI Designers
UX Designers
Information Designers
Usability Specialists
Medical Informatics Specialists
Engineers

Walter Reed National Military Medical Center

Physicians
Nurses
Dietitians
Pharmacists
IT Specialists
Hospital Administrators

Telemedicine & Advanced Technology Research Center

MHS Subject Matter Experts
Program Managers
Grant Managers

PIIM developed user requirements and use cases based off of feedback from collaborators. In addition, feedback was received through weekly teleconferences held with a team of reviewers, where the iterative GUI designs and other works were shared. Each module was presented as it was being developed, and additional medical expertise was consulted as necessary to inform the design team.

DESIGN OUTCOMES

PIIM successfully delivered GUI/UX models satisfying the high-level requirements listed above through the design iterations. The following modules/UX features have been identified and designed to enhance communication between the patient and providers:

- Messages
- Live Chat (video, audio, text)
- Appointments
- Reminders
- Medications (requesting Renewals)

**FIGURE 3: Examples of modules and components designed to enhance communication between patients and providers**
The following modules/ut features have been identified and designed to allow the patient to gain easy access to his/her health records:

- Medical Records (visit summary, test results, procedure/surgery records)
- Immunization
- Medications (prescription medications)
- Vital Signs (taken during visits)

The following modules/ut features have been identified and designed to enable health data self-reported by the patient:

- Vital Signs (taken by the patient)
- Nutrition
- Medications (over-the-counter, supplements, herbal medicines)
- Exercise

The following modules/ut features have been identified and designed to help the patient gain health literacy and awareness:

- Educational Resources
- Nutrition (provider-entered recommendations and nutrition guides)
- Context-sensitive help and tips

Figure 4: Screen shots from modules supporting self-reported data and context-sensitive help and tips
MOVING TOWARDS AN OPEN SOURCE ENVIRONMENT
Following conversations with project stakeholders, P1IM made a decision in early 2012 to begin planning for the eventual move of the Healthboard prototype to an open source environment. In August 2012, P1IM began conversations with representatives of the Open Source Electronic Health Record Agent project (OSEhra). OSEhra is built on the notion of facilitating the development, improvement, and maintenance of EMR platforms, making them freely available for medical beneficiaries.

In December 2012, P1IM plans to release the prototype and design documents through the OSEhra framework, making them available as an alternate presentation layer. This presentation layer may ultimately prove useful as an informative tool to the development and designs of future MHS systems and initiatives, as well as to the development of systems outside the U.S. Military.

CONCLUSION
Healthboard is a unique system designed to serve both patients and providers with a better user experience among other things through intuitive interface, data visualization (for better comprehension of information and decision-making), and end-user support while respecting the workflow of the remote patient-care process. As P1IM continues with the usability testing and related research on Healthboard, we hope that the final prototype and its supporting documents will help establish a benchmark for how patients and healthcare providers can interact through better design by December 2012. The system has met most of the requirements that were defined at the initiation of the project, as well as the requirements stated during the iterations. We expect the health professionals will continuously provide quality healthcare while limiting the number of doctor’s visits once this system is successfully deployed and utilized in reality. The system would help patients stay healthy, prevent illnesses, gain health literacy and awareness, and monitor their own health records, as well as allow them to self-report health-related activities and educate themselves through online resources. The key to achieving such meaningful goals is a collaborative effort; the designers play a significant role in the EMR system’s design or redesign, they cannot take the task alone, and neither can the engineers nor the clinical experts. It was successful only through the successful formation of a team of clinical experts, designers, usability experts, engineers, IT experts, and administrative experts. Ultimately, we hope that the collaborative effort contributed by P1IM, WRNMMC, and TATRC will become a major precedence for the practice of designing the EMR system.
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Interactive Visual Patient Cohort Analysis

Zhiyuan Zhang, David Gotz, and Adam Perer

![Image of interactive visual patient cohort analysis](image)

**Figure 1.** (a) Summary view of a cohort of males over 60, visual filtered from an initial cohort of “medium risk of heart failure” patients. (b) The same sub-cohort visualized for symptom progression. (c) After further filtering reduces the cohort below a statistically significant size, similarity analytics can be used to grow the cohort by querying for additional similar patients.

**Abstract**—Retrospective patient cohort analysis is widely used in many healthcare studies. Due to its data intensive nature, the traditional analytical pipeline requires expertise from several areas, such as databases, data mining, software development, statistics, and domain knowledge. As a result, domain experts often rely on a team of technologists to help perform such studies which can make the process slow and cumbersome. To allow domain experts to perform faster and more flexible analyses, we designed an integrated system that combines visual exploration and data analytics with an intuitive user interface. Our system lets clinicians interactively visualize and refine cohorts, request analytics on those cohorts, and make new discoveries.

**Index Terms**—Cohort Study, Retrospective Patient Cohort Analysis, Visual Analytics, Interactive Cohort Definition and Refinement.

## 1 Introduction

Retrospective patient cohort analysis [2] is the analysis of patients’ medical and diagnostic histories to make healthcare discoveries. In the traditional pipeline, analysts work manually to define specific cohort constraints (e.g., “female patients over age 70”) or apply specialized batch analytics to computationally determine a meaningful group of patients (e.g., high-utilization cohorts [1]). Unfortunately, both methods have limitations. For the definition of the cohort constraints, it’s difficult to select the attributes that are to be queried from a list of hundreds or thousands of patient attributes. For batch analytics that behave like a “black box”, users have few ways to apply their domain expertise to influence the process.

Once a patient cohort has been defined, the next step in the analysis process is to apply specific statistics or data mining techniques to the cohort and look at the results to uncover insights. These steps can often be unintuitive for clinical users. As a result, exploratory analysis can often require several iterations of work between domain experts and computational staffs. This can significantly slow down the process and limit the clinical analyst’s flexibility to explore.

To address these challenges, we have designed an integrated system that combines visual exploration and data analytics with an intuitive user interface. The system empowers clinical users to quickly and efficiently perform interactive visual patient cohort analyses. Using our system:

- Patient cohorts can be interactively defined and modified at any step of an analysis;
- Cohorts can be visualized in various ways and users can pivot easily between different visualization metaphors; and
- Analytics can be applied to cohorts for on-demand processing at any time in an analysis.

The system’s user interface supports these tasks by allow direct manipulation of three key artifacts: (1) **cohort**, (2) **view**, and (3) **analytics**. Cohorts represent sets of patients and their associated information. Views are visualization components used to graphically represent and interactively refine the cohorts. Analytics operate on cohorts and are used to generate new cohorts, produce additional data for a specific cohort, or to otherwise modify (e.g., expand or segment) an existing cohort. The remainder of this paper describes our system design and user interaction model, and presents a use case that demonstrates the utility of our approach.

## 2 System Design

Our system design manages three types of artifacts—cohorts, views, and analytics—and connects them within a single integrated user interface. This section describes the artifact types in more detail and discusses how they connect within our architecture.

### 2.1 Cohorts

Patient cohorts are groups of patients and their associated information, such as gender, age, diagnoses, and treatments. A cohort serves as the underlying data structure that is used to pass data throughout the system’s pipeline. They are the objects on which the other two artifacts—analytics and views—operate. Included within each patient cohort representation is a list of individual patient identification numbers that can be used to connect cohort members with more detailed clinical data located in a remote data store.

### 2.2 Analytics

Analytics are computational components that operate on cohorts in various ways. Our system supports two main types of analytics: (1) **batch analytics** and (2) **on-demand analytics**. Batch analytics are components that are executed automatically in the background by our system (e.g., nightly as new patient data is imported to the system). They process an entire patient population and identify groups of interest. For example, a batch analytic may be used to perform risk stratification, generating lists of patients that have common sets of risk factors. The batch analytics components generate new cohorts that can serve as starting points for a user’s exploratory analysis.
On-demand analytics, in contrast, are performed in ad-hoc fashion at the specific request of a user. On-demand analytics take as input a specific patient cohort, plus an optional set of input parameters. In response, an on-demand analytics can produce additional information about patients in the cohort (e.g., calculate risk scores) and/or refine the membership of the cohort (e.g., query for additional similar patients).

2.3 Views
Views are visualization components that offer specific targeted ways to graphically depict and interact with a patient cohort. Each view is designed to take a single cohort as input and render a specific subset of patient features. Views also provide interactive capabilities through which users can selectively brush and filter to explore and refine the set of patients in the cohort.

For example, our system includes a patient cohort summary view that depicts general information about a group of patients such as age and gender distributions along with Treemap [3] summarizing diagnosis code statistics. This view provides multiple coordinated visualizations through which users can refine the set of patients in a cohort (e.g., “filter to only male patients over age 50 with specific classes of cancer”). Our system also provides a generic table view to look at a detailed list of patients in a cohort including individual patient identification numbers.

Beyond these generic views, additional components are provided for use-case specific visualizations. For example, another view provided by our prototype is the Outflow visualization for exploring patient symptom evolution [4].

Each view has the additional ability to export the set of patients being visualized at any given point in time. Therefore, from a data perspective, views are very much like on-demand analytics in that they both take a cohort as input and produce a cohort as output.

2.4 Interactions
The similarity in data flows for both on-demand analytics and views are critical to the design of our system. This commonality allows users to chain together views and analytics—both serving as operators on cohorts—into arbitrary sequences. This lets users interactively perform complex and ad hoc exploratory analysis processes that mix visual interactions and filtering with computational analysis routines. The approach is illustrated in Figure 2.

Users interact with our system primarily via a drag and drop model that connects our three types of artifacts. Users drag cohorts to views to visualize them, and drag cohorts to analytics to process them. Users can select a cohort from either the current view or from a list of saved cohorts in a sidebar. The sidebar contains both system generated cohorts (via batch analytics) and those that have been manually defined (via prior user interaction).

In addition, individual views allow selection, brushing, and filtering. Callouts and a dedicated sidebar panel are also used to provide more information about moused-over elements. A user’s analytic history is summarized in a sidebar, capturing the provenance of the currently viewed cohort and allowing a user to revisit prior stages of his/her investigation.

3 Use Case Demonstrating Typical Workflow
We have developed a prototype implementation of our design as a web-based interactive visualization application. This section reviews an example use case (see Figure 1) to demonstrate the typical workflow that our system supports.

A session starts with a user selecting a cohort from the sidebar located on the left side of the user interface, such as a group of patients flagged as being at risk of developing heart disease. The user can drag and drop the cohort from the sidebar onto the view icon for our cohort summary visualization. The user can interactively explore the aggregate information about the cohort and apply filters to modify the cohort for a specific analytic task. For example, Figure 1(a) shows the summary view after filtering to only male patients over the age of 60.

The cohort created by the filtering step can then be dragged-and-dropped onto an Outflow view to visualize the variations in disease progression for the set of identified patients. It is clear from the view shown in Figure 1(b) that significant variations have been observed. A user can then select a specific pathway from the Outflow visualization and apply additional filters. For example, a user might select the largest pathway, which has mixed outcomes to perform further analysis.

This iterative filtering process using multiple views of the data can let users quickly and intuitively identify a population of interest. However, additional information is often needed that was not contained in the original cohort. For example, in the sequence described here the user has applied several filters that have reduced the size of the cohort population significantly. This reduces its statistical power.

In order to re-grow the patient population, which would allow the user to draw more meaningful conclusions, the user can take advantage of our system’s on-demand analytics to retrieve additional patients that are similar to those in the current cohort but that were left out of the initial cohort that was first used to start the investigation.

On-demand analytics are initiated when a user drags the cohort from the current view (or a persisted cohort from the sidebar) to the analysis component of their choice. All available on-demand analytics are listed in the lower left sidebar. After a cohort is dropped on a specific analytic component, the system immediately begins the analysis process. If additional input parameters are required by a given analytics, a dialog box is displayed to gather the needed user input. For example, Figure 1(c) shows the dialog box shown for our system’s patient similarity analytic component. This analysis algorithm needs to know an “expansion factor” that specifies how many similar patients to retrieve as it grows the input cohort. For example, an expansion factor of 0.2 will grow the size of a cohort by 20%.

After the similarity computation completes, an expanded cohort is returned and immediately visualized using the same view that was active prior to the analytics request.
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ReportViz: Interactive Visualization and Exploration of Topics and Keywords in Public Health Reports

Wei Zhuo*

Graphics, Visualization and Usability Center
College of Computing
Georgia Institute of Technology

Abstract
Public health documents contain a rich set of topics and keywords that cover various aspects of a nation’s health system. Each topic is characterized as a distribution over vocabulary from which we extract the keywords. Visualizing this topic structure allows the reader to have an intuitive and convenient overview of a usually lengthy report. In this paper, we describe ReportVis, an interactive utility that uses nested bubbles to represent topics, key words and their weights. We use a collection of US Health Reports issued by CDC from 2009 to 2012 as our exemplar corpus to demonstrate an interactive exploration of topics and their keywords in public health. We further introduce an animation mode to allow a dynamic view of topic evolution.

Keywords: Topic Visualization, Key Words in Health

Index Terms: H.5.1 [Information Interfaces and Presentation]: Multimedia Information Systems—Animations; I.3.6 [Computer Graphics]: Methodology and Techniques—Interaction techniques

1 Introduction
Health organizations regularly issue reports that contain a rich set of subjects covering various aspects of a health system. As the collection continues to grow, it becomes more challenging to mine topics of interest. We search with keywords to find target texts in a document. In addition, we might want to explore texts associated with keywords within the same topic and have an overview of the topic structure in this document. These tasks call for an intuitive interface to visualize the topics/keywords and their weights mined from a collection of reports.

We build ReportVis that aim to address these tasks. We choose a collection of comprehensive health reports issued yearly by Centers for Disease Control and Prevention. A nice feature of this collection is its consistency: the set of topics is well-defined. Although different reports may have different focuses and sometimes multiple topics are nested under a broader theme, the total number of topics is fixed and is shown in Tab. 1. We first extract, for each topic, a list of key words with their weights, and then visualize the topic structure. We restrict our focus to visualization in describing ReportVis. Our work claims the following contributions. First, we represent each topic as a tree node and keywords as leaf nodes. This allows convenient operations for topic merge and split. Second, we use physics-inspired layout and interaction techniques that provide engaging experiences for topic exploration and an animation mode for visualizing topic evolution. Last but not least, we show lists of extracted key words as well as the revision made by medical students. The result could serve as future references or set the priors
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for topic modeling in health.

2 Prior Art

2.1 Statistics and Text Analysis

Probabilistic topic modeling aims to automatically extract topics and keywords from a collection of documents. The Latent Dirichlet Allocation (LDA [3]) assumes prior distributions ($\theta$, $\beta$) over topics and vocabulary, and estimates these parameters from the observed text ($w$), as shown in Fig. 2.

Tractable implementations include Gibbs sampling [11] and variational inference [1]. Dynamic Topic Models [2] are a family of probabilistic time-series models developed to analyze the time evolution of topics in a collection of documents ordered by time. Its state space models inspire us to design a dynamic view of the time-varying weights evaluated from texts.

2.2 Visualization

Off-the-shelf visualization models such the tag cloud in ManyEyes [12] can provide web-based visualization of word frequencies: the bubble chart displays a set of numeric values as circles, hence can be used to represent key terms with their frequencies. For compactness, we use physics-inspired techniques to layout the bubbles.

Note that the CVT energy function can be exploited for general icon layout [4]. Cui et al. [5] point out that topic could merge or split over time, and present a static view of topic evolution as a flow graph. Liu et al. [6] use stacked graph to visualize topic evolution by summarizing emails in different times with the output of LDA on the whole corpus.

3 Visualization

3.1 Health Document

Our text corpus consists of yearly health reports issued by CDC from 2009 to 2012 [7] [8] [9] [10]. There are about 2300 pages presenting analysis and tables by topics. The major topics are: Population, Fertility and Natality, Mortality, Measure of Health, Ambulatory Care, Inpatient Care, Personnel, Facilities, Expenditures and Coverage and Programs. In addition to lists of automatically extracted keywords, we ask two medical students to input their revisions. The revision tasks are:

1. Selection: within each topic and subtopic, we let our colleagues choose 3-10 terms which they think are most related to the topic.

2. Addition: we also ask them to add any term which they think is as relevant as those selected in (1), but is not in the list of extracted key terms.

The resulting group of topics and lists of key terms are shown in Tab. 1.

3.2 Representation and Layout

Each topic has a group of keywords. Also, each topic may have subtopics or belong to a broader theme in health reports. Motivated by these observations, we use a tree-node to depict each topic. The root node denotes the whole document and has an array of child nodes corresponding to a group of topics in the document. A leaf node represents a key word and has no child nodes. The root node is not visualized. Each non-root node is visualized as a circle with its weight encoded as the radius. To keep a group of circles together without overlapping, we compute the disk centers iteratively depending on the following geometric relations:

- Repel: For each pair of disks (e.g. $D_1$ and $D_2$) within a group, if the distance between their centers is smaller than the sum of their radii, we compute a scaled vector $V$ from $D_1$'s center to $D_2$'s center and translate $D_2$ by $V$ and $D_1$ by $-V$. This would prevent overlapping among a group of disks.

- Sink: we translate each disk $D$ towards the center of $D$’s parent disk by a scaled amount. This would keep the group of disks together.

We apply the “sink” and “repel” steps at each frame update until convergence. The scaling factor in “repel” is larger than that in “sink” as overlapping is less desirable than being off-centered.

Physics-based vs. Physics-inspired

An important difference of our approach from a force-directed layout is that we directly manipulate on the positions instead of velocities. In an typical physically-based approach, each frame update requires time-integration$^1$: 1. computing forces based on geometric relations, 2. updating velocities w.r.t. forces, 3. updating positions w.r.t. velocities. We found that in general, directly modifying the positions converges faster and hence produces more visually stable layout with less oscillations. Hence, we make a distinction from alternative physically-based approaches and refer to ours as physics-inspired.

3.3 Changing Radius Over Time

As the topic/keyword weight may change over time, we allow the circles representing terms to inflate or shrink in an animation mode. Specifically, the animation requires $T$ $N$-tuple vectors as inputs, where $T$ is the number of time slices. These are weight vectors for all $N$ terms over time.

$^1$E.g. explicit Euler method
Figure 4: Drag a disk around and release it: the disk join the group in a different spot.

An issue is that the number of time slices may not match the number of animation frames. Usually, even an short animation of 5 seconds (with a framerate of 30 fps) requires far more frames than slices available. Therefore, we use closed, cubic interpolation to fill the gap and produce a smooth, periodic animation.

4 INTERACTIONS

ReportViz aims to provide engaging experiences for topic exploration. Currently, it allows a viewer to:

Drag and release: The viewer can interfere with the layout by dragging a disk around and releasing it. Then the disk joins the group in a different spot driven by the physics-inspired algorithm, as shown in Fig. 4.

Expand and collapse: The viewer can select a tree node to expand or collapse it. Expanding a topic node spawns a group of key term nodes, as shown in Fig. 1.

Also the user can switch to the animation mode to play a synthesized topic fluctuation where disks are changing their radius periodically while they remain repelled and gathered. (Bias can be adjusted in a default range for faster or slower convergence of the layout).

5 FEEDBACKS

Preliminary experiments with ReportViz suggest it as a utility providing an overview of topics and key words in public health. We summarize feedbacks from users of ReportViz as follows:

Topic complexity: As shown in Fig. 5, a topic could split into subtopics, or multiple topics could be nested in a broader theme. For example, in Health 2011 [10], “Expenditure” and “Programs” are bundled as “Health Care Cost”, while they remain separated in Health 2008 [7], 2009 [8] and 2010 [9]; In particular, the topic “Expenditure” is splitted into “National Expenditure” and “State Expenditure” in Health 2008 [7].

Word choices: words represent the same concept are used across different topics. For example, “cancer” is a key word in the topic “Measure of Health” while “malignant neoplasm” is used in the topic “Mortality”, as shown in Fig. 6.

6 CONCLUSION

In this paper we present ReportViz, a utility that integrates text mining and topic visualization. We propose to use the tree data structure for topic merge and split, physics-inspired algorithms for the layout, and animation for incorporating time-varying features. In the future, we would like to build ReportViz as a full-fledged navigation tool for health documents. Specifically, we would like to encode more attributes, such as word-to-topic specificity and topic-to-topic correlation into the visualization. It would also be interesting to design use cases to evaluate the effectiveness of ReportViz for understanding topic complexity and word choices in public health.
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Figure 5: The topic “Expenditure” is split into “National” and “State” on the left. On the right, “Expenditure” and “Programs” are bundled as one theme.

<table>
<thead>
<tr>
<th>TOPICS</th>
<th>LISTS OF KEY TERMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>level, age, sex, race, resident, poverty, Hispanic, income, origin</td>
</tr>
<tr>
<td>Fertility and Natality</td>
<td>weight, height, childbearing, prenatal, birth, breastfeeding, pregnancy, abortion, contracept, marital</td>
</tr>
<tr>
<td>Mortality</td>
<td>cause, injuries, homicide, suicide, cardiovascular, malignant neoplasm, trachea, bronchus, breast, HIV, drug, expectancy, fetal, diseases, accidental death</td>
</tr>
<tr>
<td>Measure of Health</td>
<td>occupation, illness, industry, condition, geography, survival, heart, stroke, diabetes, headache, pain, joint, activity, cancer, limitation, vision, hearing, assess, disability, urbanization, distress, smoking, education, drinking, hypertension, cholesterol, nutrient, leisure, obesity, dental</td>
</tr>
<tr>
<td>Ambulatory Care</td>
<td>prescription, urbanization, access, visit, clinic, influenza, vaccination, coverage, pneumococcal, dental, mammography, pap smears, procedures, emergency, X-ray, physician, hospital, outpatient, primary, dietary, supplement, blood tests, rehabilitation</td>
</tr>
<tr>
<td>Inpatient Care</td>
<td>hospital, admissions, discharges, nonfederal, short-stay, diagnosis, length of stay, procedure, surgery, specialty</td>
</tr>
<tr>
<td>Personnel</td>
<td>physician, patient, doctors, medicine, primary, specialty, dentists, employment, wages, enrollment, graduates, schools</td>
</tr>
<tr>
<td>Facilities</td>
<td>hospitals, beds, occupancy, ownership, organization, treatment, community, nursing, homes, medicare, certified, providers, suppliers, MRI (Magnetic resonance imaging), CT (computed tomography)</td>
</tr>
<tr>
<td>Expenditures</td>
<td>GDP (gross domestic product), national, CPI (Consumer Price Index), growth, services, annual, expenses, payment, out-of-pocket, insurance</td>
</tr>
<tr>
<td>Coverage and Programs</td>
<td>Insurance, private, medicaid, medicare, enrollees, FFS (fee-for-service), beneficiaries, eligibility, veterans, state, poverty, fiscal, reimbursement</td>
</tr>
</tbody>
</table>

Table 1: We show in the left column a list of topics addressed in health reports. On the right column we show lists of key words associated with each topics. The terms shown in black are summarized from text. The words highlighted in bold are selected by medical students as terms with higher specificity. Words shown in red are considered related, but not reported from text analysis.
Challenges of Time-oriented Data in Visual Analytics for Healthcare
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ABSTRACT
The visual exploration and analysis of time-oriented data in healthcare are important yet challenging tasks. This position paper presents six challenges for Visual Analytics in healthcare: (1) scale and complexity of time-oriented data, (2) intertwining patient condition with treatment processes, (3) scalable analysis from single patients to cohorts, (4) data quality and uncertainty, (5) interaction, user interfaces, and the role of users, and (6) evaluation. Furthermore, it portrays existing and future work by the authors tackling these challenges.

Index Terms: H.5.m [Information Systems]: Information Interfaces And Presentation (e.g., HCI)—Miscellaneous I.3.6 [Computing Methodologies]: Computer Graphics—Methodology and Techniques; J.3 [Computer Applications]: Life and Medical Sciences—Medical information systems

1 INTRODUCTION
Utilizing the huge volumes of heterogeneous data resources and collections is one of the greatest challenges of our computerized society. This holds in particular for healthcare, where different user groups are collecting, assessing, exploring, and analyzing such kinds of data and information. Visual Analytics denotes “the science of analytical reasoning facilitated by visual interactive interfaces” [22] and aims to make complex information structures more comprehensible, facilitate new insights, and enable knowledge discovery. Visual Analytics methods focus on the information discovery process exploiting both the computational power of computers and the human’s visual information processing capabilities. Therefore, it aims to enable the exploration and the understanding of large and complex data sets intertwining interactive visualization, data analysis, and human-computer interaction.

2 CHALLENGES
In the last years, different articles summarized open problems and main challenges for Visual Analytics (cp. [12, 13, 21, 22, 23]). We surveyed the state-of-the-art of information visualization approaches for exploring and querying Electronic Health Record systems (EHRs) in a recent article [20] and collected visualization methods of time-oriented data and information [2]. According to these references, we illustrate the most important open problems and challenges for Visual Analytics in Healthcare and present possible solutions to some issues.

Scale and Complexity of Time-oriented Data. Usually, the heterogeneous data resources and collections in healthcare are not only large and complex, but also time-oriented. In contrast to other quantitative data dimensions that are usually “flat”, time has inherent semantic structures, contains natural cycles and re-occurrences (as for example seasons), but also social (often irregular) cycles, like holidays or school breaks. For example, the time span between check-up examinations of a chronic patient may vary between weeks and years. Therefore, time-oriented data need to be treated differently from other kinds of data and demand appropriate interaction, visual and analytical methods to analyze them.

Intertwining Patient Condition with Treatment Processes. Healthcare data, such as in EHRs, cover not only observations about the patients’ condition, but also information about the various treatment actions over time. All these data and information need to be analyzed intertwinedly. The medical staff usually does not examine a single patient parameter, but observes the correlations of multiple parameters to assess the patient’s health condition. Moreover, the parameter value at a single point in time is less meaningful than its evolution over time. In particular, the identification of changes in a patient’s condition in reaction to applied treatments, demands for an intertwined view. The following tasks are high-level tasks in medical care and require a representation of the patient’s parameters (i.e., the health condition of the patient) in tight combination with the applied treatment actions:

1. Monitoring the treatment progress (i.e., which treatment action is being applied at the moment, which treatments have been applied so far, and which actions may be applied in the near future),
2. Monitoring the overall success or failure of applied treatments,
3. Seeing the effects of different treatment actions on the individual patient’s condition,
4. Getting a comprehensive picture about the possible reasons for changes of the patient’s condition (i.e., the bettering or worsening of single patient parameters),

Figure 1: CareCruiser [9]: The temporal view (on the right) arranges patient parameters together with applied clinical actions along a horizontal time axis. In this screenshot the turquoise color marks the falling of the \( tcSO_2 \) values. Multiple instances of applying the same clinical action to one patient are aligned on a vertical axis.
5. Identifying sub-optimal treatment choices, and thus,
6. Optimizing treatment for individual patients.
Considering the information needs of different user groups, the following visualization prototypes all tackle specific aspects of these tasks.

CareVis [1] is an interactive visualization that displays patient data in combination with computer-interpretable medical guidelines and protocols (CGP), which capture the complex structural and temporal constraints of applied and future treatment. CareCruiser [9] is a conceptual extension of CareVis with a special focus on the exploration of the effects of clinical actions on a patient’s condition. It provides several features to support a step-wise interactive exploration: (1) aligning clinical actions, (2) color-coding curve events, (3) filtering color-coded information, and (4) a focus & context window for the detection of patterns of effects (Figure 1).

VisuExplore [19] is more powerful regarding patient data but less regarding the structural and temporal constraints of treatment. It can display various aspects of an EHR by supporting different visualization methods in parallel panels along a common time axis. For example, in Figure 2, medical test values are represented by line plots, bar charts, and a step chart with color-coded qualitative abstractions. Treatment performed over a period of time is shown in a timeline chart through horizontal bars.

**Scalable Analysis from Single Patients to Cohorts.** Healthcare requires scalable visualization and analysis methods. Besides the complexity and the scale of the time dimension and the multi-variate nature of healthcare data, an additional dimension to consider is the number of patients to be analyzed simultaneously. Indeed, while a system focusing on the analysis of a single patient might be sufficient to provide appropriate care tailored to the needs of that specific patient, multiple-patients systems can be useful when dealing with multiple patients as a cohort, or to assess the effectiveness of a therapy on a larger scale.

We have proposed different solutions for the visual analysis of multiple patients. CareCruiser [9] (Figure 1) enables the exploration of two or more patients, providing collapsible facets each showing the evolution of one patient along the time axis; to support a better comparison, the data can be interactively aligned using a relative time (e.g., calendar date, time since start of therapy, or time since any other event). TimeRider [18] and Gravi++ [11] exploit animation and traces to show the evolution of multiple patients. TimeRider (Figure 3) enables bi-variate analysis of cohort trends by the means of animated scatter plots: marks representing patients are laid out according to two categorical or numerical axes and animated to show their temporal evolution; data wear is encoded to transparency, to take into account different sampling rates.

Gravi++ (Figure 4) enables multi-variate analysis: different patients are spatially clustered by a dynamic spring-based layout taking into account several variables. An analogous incidence-model could be used to visualize patients’ cohorts as dynamic networks. In ViENA [7] we have integrated different static visualizations for dynamic networks, namely juxtaposition (small multiples), superimposition, and 2.5D views (Figure 5). The benefits and limitations of animation and static visualizations of patients’ parameters need further investigations also concerning the different medical users.

Knowledge-based temporal abstractions, besides supporting specific user needs in the medical domain by combining quantitative and qualitative aspects, also enable more compact visualizations. With Midgaard [6], a visualization that combines raw data and abstractions as well as a semantic zoom changing the level of abstraction has been introduced (Figure 6). Moreover, we have evaluated its effectiveness in supporting tasks involving parameters of single patients [4]. Such compact visualizations based on temporal abstractions can be useful when dealing with multiple patients as a mean to optimize the display space occupancy, but their application in the case of multiple variables and multiple patients should be researched further. Furthermore, a promising research topic is the development of context-based temporal abstractions that pursue a closer interaction with knowledge, adapting to the patient’s context and reacting dynamically to its modifications.

**Data Quality and Uncertainty.** A central issue in Visual Analytics is to avoid misinterpretation by the analysts. However, in real-life data there are several issues that may lead to misinterpretation or wrong results, such as missing data, uncertain data, ambiguous data, or simply wrong data. Especially in the discipline of healthcare, data sets may contain an unavoidable amount of uncertainty, errors, and ambiguity. To assure the reliability of any data analysis step, quality problems within the data set have to be detected and – if possible – resolved first. Several taxonomies of general data quality problems exist, but they do not consider the very special characteristics of time (in healthcare, data sets are highly time-oriented). To this end, we have provided a taxonomy of time-oriented data quality problems [10]. On the one hand, it gives a unified view on the various existing taxonomies of general data quality problems. On the other hand, it provides an important reference when formulating quality checks of time-oriented data.

However, there may be data issues that cannot be corrected, such
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Figure 2: VisuExplore [19]: Overview visualization of a patient's medical history predominantly using well-know and easy to read visual representations (e.g., line plots).

Figure 3: TimeRider [18]. Animated scatter plot for bi-variate analysis of patient cohort trends. Optional traces show the complete trajectory of the patients. The blue background denotes elevated parameter values ($BMI > 25$).
as an uncertain starting time of a future event. These issues have to be communicated appropriately to the user in order to ensure an informed interpretation of the data at hand. PlanningLines [3], for instance, use novel glyphs to visualize temporal uncertainties. The glyph visually communicates the earliest and latest possible starting time of a task, the earliest and latest possible ending time, as well as the minimum and the maximum duration of the task. It was designed to represent complex time annotations for CGPs.

**Interaction, User Interfaces, and the Role of Users.** Large and complex data sets cannot be visualized and analyzed as a whole at once. Exploration of these data sets is an interactive, multi-step process that involves trial-and-error, human judgment, and exchange with colleagues. Therefore, task-specific interaction methods and user interfaces are required. Furthermore, Visual Analytics methods need to account for the different backgrounds and usage contexts of the user groups involved in healthcare. While physicians or nurses are driven by tight schedules and frequent interruptions towards simple interfaces that deliver overview at a glance, clinical researchers and quality analysts need flexibility and support for their reasoning process. Non-professionals such as patients, family member carers, or other intermittent users play an important role in healthcare, but need to be addressed more specifically by Visual Analytics methods.

We follow a user/data/task-centered design approach in all our application-oriented projects and we develop task-specific and user-specific interaction methods and user interfaces. For example, CareCruiser [9] is tailored for CGP-based care as it allows for an active investigation of the development of the patient’s condition and the detection of effects of applied CGPs. VisuExplore [19] relies on well-know and easy to read visual representation techniques such as line plots and timeline charts to provide a clear and unambiguous overview of a patient’s medical history. Furthermore, it allows personalization of the user interface either by interaction or through a configuration file.

There is a need for well-defined process models in Visual Analytics, in order to better understand the analytical reasoning process and develop more suitable Visual Analytics methods. We empirically analyzed interaction logs collected from user studies of Gravi++ and VisuExplore and identified common interaction patterns and transition probabilities [17]. In related work, we describe a Visual Analytics process that uses the structure of time to build hypotheses and statistical models on time-series data [14].

**Evaluation.** The Visual Analytics process is complex, comprised of multiple steps of computation and human reasoning, and produces outcomes that are hard to measure. Thus, it is very difficult to assess the quality and effectiveness of Visual Analytics methods, in particular in an interdisciplinary domain like healthcare. Nevertheless, evaluation is essential both for adoption in clinical practice and advancing Visual Analytics for Healthcare as a scientific community.

Evaluation methods can be categorized by the threats they address in the design process [16]. Evaluation against certain threats requires the involvement of domain experts (e.g., physicians), but their tight schedules make it hard to recruit more than a few subjects. The combination of different methods can alleviate these problems and strengthen the evidence on Visual Analytics methods (e.g., Gravi++ [11]).

To compare and assess various Visual Analytics solutions, large benchmark data sets of de-identified patient records, relevant tasks, and gold standard solutions would be necessary. On the other hand, if a user-centered design process is followed and concrete tasks and data of the involved users are addressed, established categorizations can be used to make the results better comparable. For that purpose, we regularly apply the task framework by Andrienko and Andrienko [5], the user intents by Yi et al. [24], and the heuristics by Forsell and Johansson [8]. Furthermore, we have proposed a categorization for time-oriented data [2] and a task framework that is extended along the structure of time [15].

Finally, many steps of an evaluation study such as task display, time keeping, and data collection can be automated. We are working on a general evaluation framework that can be plugged into Visual Analytics prototypes. It has been tested successfully in several user studies.

**Other Open Problems and Challenges.** We are aware that the above list does not cover all issues, for example, we did not elaborate about infrastructures, hardware, display and interaction devices, data streams, patient safety, data security, personalization, or privacy. However, we aim to address the most important issues specific to healthcare, first.

## 3 Outlook

Our research group will tackle these challenges in two current research projects and future work. In the course of the Laura Bassi Centre of Expertise CVAST,¹ we aim to develop novel, user-

---

oriented, and task-specific Visual Analytics methods that foster new insights and enable knowledge discovery. Through our participation in the MobiGuide project, we aim to design and develop Visual Analytics methods for the patients’ data and the guideline processes, focusing on and their compliance and modifications over time, also addressing uncertainty and incompleteness.
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Interactive Visualization of Prescriptions of Drugs to Individuals within Large Populations—Analyses of Temporal Relationships of Events

Jimmy Johansson, Morten Andersen, Alexander Fridlund and Mikael Hoffmann

Abstract—This paper reports on work in progress on interactive visualization of prescriptions of drugs within large populations. A visualization prototype for interactive analysis is presented. The prototype has been developed in close collaboration between visualization researchers and domain experts within the area of pharmacoepidemiology. The goal of the paper is to introduce and discuss a novel way to interactively visualize time-dependent multivariate data for large populations such as the dispensing of prescribed drugs. More specifically, the paper presents work in progress and discusses the development of an initial prototype for interactive visualization of prescriptions of drugs to individuals within large populations. Today descriptive, and thus also analytical, pharmacoepidemiology of large data sets is hampered by non-intuitive interfaces for basic variables. The prototype presented here is the result of collaboration between visualization researchers and domain experts in the field of pharmacoepidemiology.

Index Terms—Interactive Visualization, Pharmacoepidemiology, Multivariate and Temporal Data

1 INTRODUCTION

During the last decade the volume of information gathered in large databases about health care has increased dramatically. The data can be generated from administrative health care records, electronic health records and quality-assurance tools, and even from claims databases. The accumulation of such large and complex data sets, combined with the possibility of record-linkage studies through the national personal identity number, creates many new opportunities for the growing field of pharmacoepidemiology.

The goal of this paper is to introduce and discuss a novel way to interactively visualize time-dependent multivariate data for large populations such as the dispensing of prescribed drugs. More specifically, the paper presents work in progress and discusses the development of an initial prototype for interactive visualization of prescriptions of drugs to individuals within large populations. Today descriptive, and thus also analytical, pharmacoepidemiology of large data sets is hampered by non-intuitive interfaces for basic variables. The prototype presented here is the result of collaboration between visualization researchers and domain experts in the field of pharmacoepidemiology.

2 BACKGROUND

Pharmacoepidemiology is the discipline of the research on the use of drugs and the effects of drugs in large numbers of people [10]. Both diseases caused by drugs (adverse drug reactions) and patterns of drug use (drug utilization research, DUR) are of interest. Relationships between treatment, predictors of treatment and outcome are analysed. Even the basic variables of DUR such as period- and point prevalence, incidence and simultaneous treatment are however sensitive to assumptions about the behaviour of patients, prescribers and pharmacists. These behaviours can be influenced by external factors such as for instance changes in the pharmaceutical benefit scheme (co-payment, inclusion/exclusion of drugs etc.) and/or organization of the health care. Specific challenges are the multiple categories of drugs and diagnoses, recurrent events, derivation of treatment duration from information on dosing, complex treatment sequences with intermittent drug use and switches, and the use of multiple simultaneous drugs. Established classifications of drugs (such as Anatomical Therapeutical Chemical Classification, ATC, established by WHO) and diagnoses (ICD) [3, 10] are important for analysing and disseminating the results internationally.

Since July 2005 all dispensings of prescribed drugs in Sweden (9.5 million inhabitants) have been gathered for each individual, and have been made available for research and for generating statistics by the Medical Board of Health and Welfare through the Swedish Prescribed Drug Registry. Similar databases exist in the other Nordic countries, as well as some other countries or regions, in order to facilitate research. Insurers or providers of health care also collect data sets with a similar structure.

Currently the access to data and the resources and time necessary for data management and analysis using database software, statistics applications and spreadsheets limit the use of these health data for exploratory analyses or rapid evaluation. Traditionally, data from different registers are retrieved and linked separately for each project, and conventional bar charts, histograms etc. are produced as part of the usual statistical analysis. Sensitivity analysis of the assumptions made during the analysis of the data are cumbersome to perform. Thus, the possibilities to discover possible confounders caused by external factors such as changes in the organization and provision of health care, including pharmaceutical benefits, are limited. Exploratory analyses follow the same path, and are therefore rarely done. Similarly, the use of interactive analyses that could add to the interpretation of patterns discovered in these data remains a huge challenge in these large multidimensional data sets.

Time-dependent, highly multivariate data, such as that exemplified by medical data of this nature, is one of the major challenges in data analysis [2]. Already involving the records of, potentially, millions of individuals, the data continue to expand with time, becoming ever larger and more difficult to manage but also, and more importantly, more difficult to represent in an understandable way. This creates new demands on tools and techniques to analyse and visualize the data sets. Traditional analysis methods suitable for hypothesis testing fail short as such tools, when applied to complex data, generates too many hypotheses that must be examined in the exploration process. Many excellent visual representations have been developed for high dimensional data [11] but the addition of the time factor renders most of them unhelpful since they are unable to show many time steps in a coher-
ent way. Specific tools for visualization of temporal data exist [1] but need to be extended and customized to explore correlations and time-trends in order to support these new and important medical research and monitoring processes.

3 Interactive Visualization Prototype

This section describes the developed prototype and the case used in the examples.

The case considered is the use of statins for the treatment of hyperlipidemia. The goal of the treatment with statins is to decrease the risk of future cardiovascular events among patients at an increased risk. The use of statins has undergone major changes in the last years. The number of patients treated has increased, major patents have expired, and the reimbursement of statins has been revised in Sweden. The data set used for the pilot consists of all pharmacy-dispensed statins to inhabitants from 40 to 85 years of age in Östergötland county during the period of 2007 through 2010. In addition, the dispensation of any anti-diabetic agent to an individual during the period was also included as a proxy for diabetes mellitus treated with drugs. The data set was extracted as a part of a larger research project describing the impact of reimbursement changes during that period in Sweden. Data has been anonymized by replacing the unique patient identifier with a case number, as well as moving all birth-dates to the beginning of the corresponding year. Two different subsets of the database with 10,000 and 50,000 events respectively were used for the visualization.

The developed prototype consists of an interface based on coordinated and multiple linked views [9]. The primary visualization technique used is the Lexis diagram [7] which is a tool used in epidemiology to visualize relationships between events in time and a person’s age. Figure 1 shows an illustration of the Lexis diagram where each point represents an event in time, in this case each event describes a drug prescription. Each line connects all drug prescriptions made by a single individual over time.

The interface is implemented using wxWidgets. The user interface as well as the specification of visualization and interaction techniques have been made in close collaboration with domain experts to ensure that the prototype supports as many tasks as possible and that the developed functionality is actually useful. Although no formal evaluation has been performed at this early stage of the development phase, feedback from end users has been positive. Many additional features have been asked for and there are many possible directions for future work.

4 Conclusions and Future Work

This paper reports on work in progress on interactive visualization in the area of pharmacoepidemiology. A visualization prototype has been developed in close collaboration with domain experts within the area of pharmacoepidemiology. Preliminary results (supported by domain experts) suggest that the tool facilitates interactive analysis of this type of data and can be used for a number of different tasks that today are performed using traditional statistics software packages.

One area in which the developed prototype might be of particular value is in the identification of sequences and temporal relationships between dispensings of one or several different pharmaceuticals, which today is a time-consuming and cumbersome task. Possible confounders in the data set such as changes in reimbursement systems, influence of media ‘scares’ and/or introduction in the market-place of substitute treatments within another drug class have to be recognized in order to be included in the analyse. The developed prototype might be used as a tool for pattern recognition in large temporal data sets in order to identify and handle such confounders.

Further development aims to visualize different measures important in pharmacoepidemiology. For a single drug such measures include point- and period prevalence, incidence, adherence over time including overlap in dispensed amounts, persistence of treatment including duration of treatment and interruptions. For multiple drugs other measures such as combination of treatment, treatment sequence and interactions are important measures. In both cases temporal relationships to other important events such as diagnosis or in-patient treatment episodes are possible to analyse.

The prototype has so far been used to visualize 50,000 events. For larger data sets the issue of visual clutter needs to be considered. The existing Lexis diagram could be enhanced by using advanced blending schemes [6] in order to support efficient rendering of much larger data sets. For exploratory analyses of data, it is often valuable to use a multitude of visual representations combined with data mining approaches. A possible approach is to use clustering algorithms to group individuals based on different parameters. In addition, other visualization techniques, such as parallel coordinates [4], multi-relational parallel coordinates [5] and pixel-oriented visualization techniques [8], will be evaluated for use within this area.
(a) Data filtering interface. This example shows filtering options enabling analysis of patients that at some point in time have been dispensed an antidiabetic drug.

(b) Visualization options interface. Data is colour coded based on the Anatomical Therapeutic Chemical (ATC) Classification System.

(c) An example of multiple views. Right to left: males and females. Top row: patients not treated with anti-diabetic drugs. Bottom row: patients treated with anti-diabetic drugs.

Fig. 2. Screen shots from the visualization prototype illustrating possible analyses of patterns in drug prescriptions over time using the Lexis diagram [7]. The data consists of patients with treatment of hyperlipidimia with statins.
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No Country for Fat Men — Investigating Obesity with Visual Analytics
Aaron Lai,¹,*, Thomas Ho², and Ryan Walker³

ABSTRACT
Visual analytics is gaining importance due to the explosion of data availability and processing capabilities. In this example, we demonstrated the power of visual analytics to investigate various aspects of obesity using a readily available commercial product called Tableau on the CHIS (California Health Interview Survey). A recent JAMA article claimed that there was no time to waste in doing obesity research and a broad-based effort was needed [1]. Since CHIS tracked responses to hundreds of questions, our demonstration provided an excellent example of how visual analytic tools could empower end-users to find interesting relationships within a morass of data.

Index Terms — obesity, interaction visualization, Tableau Software, race, lifestyle, sugar, CHIS

1 INTRODUCTION
According to CDC, more than one-third of U.S. adults were obese and it costed us $147 billion in 2008 [2]. Diabetes, which was highly comorbid with obesity, had also reached an epidemic level [3]. Because these were enormously complicated problems and their prevalence was related to so many different factors, it was often difficult to uncover the relationships these diseases share with environmental and lifestyle factors. However, using appropriate data visualization techniques to analyze multiple dimensions simultaneously, we could efficiently sift through many factors to identify potentially important relationships. In this article, we used a readily available commercial product called Tableau to perform visual analysis of factors that were potentially related to obesity and diabetes prevalence. This powerful and easy to use software allowed us to focus on the visual analytics rather than programming as was done in [4].

For example, in Figure 1, we used triangles to represent the “Normal”, “Overweight”, and “Obese” populations with different demographic segmentations. We put an age group on the Y-axis and lifestyle variables (number of vegetable servings per week, number of sodas per week, number of times eating fries) on the X-axes. The size of each triangle corresponded to the proportion of Californians in that weight group. The horizontal position of the triangle’s center gave the average value of the corresponding lifestyle variable.

We could see from that older people ate more vegetables, drunk fewer sodas, and ate fewer fries than younger people. Obese and overweight percentages tended to converge with age. This chart clearly illustrated those relationships in a straightforward and intuitive way. This also showed that the soda drinking gap between normal and obese was most prominent in young adult.

1,2,3 are with Market Insights and Intelligence, Blue Shield of California, San Francisco.
¹ is also a current MSc student in Evidence-based Healthcare, University of Oxford.
² is also a current PhD student in Applied Mathematics, University of Kentucky.
* the corresponding author (aaron.lai@blueshieldca.com).

All discussions are their personal opinions and they do not represent those of their employers or affiliations.
2 Background

2.1 Public Health Issues and CHIS Data

California Health Interview Survey (CHIS) is a random-dial telephone survey [5] conducted by UCLA Center for Health Policy Research in collaboration with the California Department of Public Health and the Department of Health Care Services. The study covered a wide range of topics including demographics, lifestyle factors, health status, access to healthcare, and health insurance status … etc. In this article, we focused on the problem of obesity from the angle of general health status, dietary intake, physical activity, insurance status, and demographics. Given the high dimensionality of the CHIS data, this survey is an ideal candidate for visual analytic analysis. Using Tableau to generate quick visualizations of key variables, anyone could replicate our results with minimal software skills.

2.2 Related Work on Obesity

The authors in [6] found a week link between the physical food environment on BMI and obesity in California. It was known that different ethnic groups had different dietary behaviors [7]. These results affected the prevalence of chronic diseases such as diabetes and cardiovascular disease [8]. Sugar intake and soda consumption played a main role in obesity [9]. Since obesity was contagious in a social network [10][11][12][13], the fluency of English might also be related to lifestyle.

3 Visualization Solutions

We downloaded the 2009 adult CHIS dataset from the askCHIS site and converted the SAS dataset into a Tableau data extract. Note that the CHIS data set included a series of weights. The first of these

RAKEDW0 was the final survey weight, and must be used to obtain frequencies of the California population.

3.1 Approach

Since our purpose was to perform quick visual analytics and not detailed statistical analysis, we approached the problem in a simple way. We grouped some variables (e.g. race) for simplicity. We also introduced some combined variables (e.g. combined leisure and work walk).
Figure 2 is an example of displaying multi-dimensional data. In this graph, we focused on how people in different ethnic groups would exhibit different patterns in food preference, given their poverty level, physical activity level, and BMI. It was obvious that White women consumed more vegetable than any other groups. We could observe a linear relationship between income and vegetable consumption and the men/women group differences were consistent across all races. A similar but opposite relationship could be seen between sugar and income. However, all groups shared similar average physical activity level and BMI while Latino men tended to add more sugar in their diet than other groups.

3.2 Design

Our target audience were healthcare business people thus our focus was to reveal relationship in a self-explanatory way. We added as much information to the charts as possible while maintaining a clean design.

3.3 Results

The top figure of Figure 3 indicated that men eat fewer vegetables and drank more soda. The percentage of obese men was only slightly higher than the percentage of obese women 23% vs. 21%, but the percentage of overweight men (40%) was much larger than the percentage of obese women. Obese and overweight people of both genders ate fewer vegetables than the normal weight group. Overweight and normal and women drank nearly the same quantity of soda, but there was a notable shift towards higher soda consumption for both genders in the obese group.

The bottom figure of Figure 3 showed that obese people made up the majority of California diabetics (43%), trailed by 37% overweight, and 20% normal weight. We noted that diabetics, fortunately, drank significantly less soda than non-diabetics. Nevertheless, obese people drank more soda than normal, whether they were diabetics or not.

In Figure 4 we saw that Asians and Whites ate more vegetables and drank more sodas. Correspondingly, obese and overweight groups formed a relatively larger share of the non-Asian and non-White population. Asian has a much smaller obese population.
We created Figure 5 to investigate the relationship between obesity and race. The proportion of obese/overweight by race was consistent across all income levels. It is interesting to note that Asian was the only group that being obese/overweight bore no relationship to diabetes.

4 Discussion

Visual analytics open up the possibility of rapid and intuitive analysis of complex, high-dimensional data to all users. In seeking important relationships within high dimensional datasets, visualizations exercises such as this enable users to rapidly identify useful connections worthy of deeper analysis. In this exercise, we have visually identified various factors that related to obesity that are worthy of further investigation. It would be very difficult to accomplish that using traditional approach.
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3D-Time Series Analysis of Caries Lesion Activity for Oral Health Care

Hui Zhang, Masatoshi Ando, and Michael J. Boyles

Abstract—This paper presents a framework to analyze 3D-time series caries lesion activity based on collections of SkyScan® \(\mu\)-CT images taken at different times during the longitudinal study. Whereas most current methods for detection and assessment of caries lesions are relying on subjective clinical methods (such as visual or tactile inspection), our work exploits multi-core computing, storage, and interactive visualization to facilitate the segmentation of high-resolution \(\mu\)-CT images, the construction of 3D models, and the visual analysis of 4D (3D + time) dental images. Our workflow enables quantitative analysis as well as three-dimensional comparison of multiple temporal datasets from the longitudinal dental research studies. Such quantitative assessment and visualization can help us to understand and evaluate the underlying processes that arise from dental treatment, and therefore can have significant impact in the clinical decision-making process and caries diagnosis.

Index Terms—3D-time series analysis, 4D images, Interactive visualization

1 Introduction

Dental caries is an infectious, communicable disease which causes the destruction of teeth via acid-forming bacteria (such as Streptococcus mutans and lactobacilli) found in dental plaque [1]. The acids produced by these bacteria diffuse through the plaque and into the tooth, leaching calcium and phosphate from enamel (demineralization), and eventually causing the destruction of tooth structure (cavity). The caries process is preventable and interruptible [15]. The replacement of the minerals lost during the demineralization process is called Remineralization. The development of dental caries is dynamic: demineralization of the hard tissue by acid-producing bacterial metabolism (pathological factors) alternates with periods of remineralization by fluoride treatment and plaque control (protective factors). Therefore, caries progression or reversal (demineralization / remineralization, respectively) is determined by the balance of this dynamic process between the biofilm and environmental factors resulting in the loss / gain of tooth mineral (calcium and phosphate). Tooth mineral loss is a direct indication of an overlaying “active” demineralizing bacterial biofilm. If mineral loss outweighs gain, the caries process will eventually progress to the clinical cavitation of the tooth surface.

Assessing caries activity in 3D has traditionally been limited to evaluating the patient “live” in the chair and by subjective clinical methods (i.e., visual or tactile inspection). New 3D imaging technologies (such as Microfocus Computed Tomography or \(\mu\)-CT images) are just beginning to be introduced into the dental communities in order to evaluate the three-dimensional volumetric relationship of the patient’s oral health care data [6]. In this paper, we report one such research study where we developed a workflow to enable the visual exploration of caries lesions and the objective analysis of caries lesion’s volumetric changes in longitudinal studies.

2 Our Motivation

3D-Time Series Analysis The use of 3D-time series analysis of volumetric models reconstructed from longitudinal medical image data have a long history, and its importance in validating medical treatment is undisputed [14, 13, 10, 9]. Our longitudinal caries development study uses a demineralization/remineralization model. Extracted human teeth have been collected from dental practitioners in the State of Indiana and transported in 0.1% thymol solution to the Oral Health Research Institute. The collection of human teeth for use in dental laboratory research studies has been approved by the Indiana University, Institutional Review Board (IRB) study #8306 – 64. Sound (intact) permanent incisors were sterilized with ethylene oxide gas. From these teeth, 195 \(3 \times 3 \times 2\) mm blocks were prepared (Figure 1). \(\mu\)-CT images were scanned from each tooth specimen at several time frames during the caries development process. Specimens were divided into three demineralization groups: group\(^1\) was demineralized for 3 days, group\(^2\) for 6, and group\(^3\) for 9 days. All specimen were then remineralized for 4, 6 or 9 days with 1100 ppm F as NaF. For longitudinal evaluation of mineral content change, the \(\mu\)-CT images of sound, demineralized and remineralized enamel and that of the phantom were acquired using the SkyScan\® 1172. The scanning procedure was performed using 65kV, 153\(\mu\)A, and 2.25 \(\mu\)m pixel size. Tooth mineral loss is a direct indication of demineralized enamel (e.g., determined between 87 and 0 wt% of the sound enamel), and the cross-section of demineralized enamel (i.e., the Region-Of-Interest, or, ROI) shows an observable gray-scale difference from that of sound enamel (e.g., between 87 and 0% of sound enamel’s average pixel value). Therefore, by segmenting the ROIs from stacks of \(\mu\)-CT images, we can measure the tooth mineral loss and reconstruct the caries lesion volume during the dynamic caries process (see Figure 2).

Heavy Computation A typical \(\mu\)-CT scan image in our study is a 16-bit gray-scale of resolution 1636 \(\times\) 1120 which requires about 4 MB of disk space. Around 1000 \(\mu\)-CT images were acquired from every specimen at each point in time. Over the...
The three main components in our system are (1) parallelized image processing on IU’s HPC resources, (2) 3D model construction and visualization, and (3) the use of the parallel visualization package ParaView to support interactive visualization of large 3D models. Our workflow consists of three steps: (1) image segmentation, (2) 3D model construction and visualization, and (3) qualitative and quantitative analysis. HPC resources are used throughout each step. Figure 3 shows the architecture of our time series analysis of caries lesion activity. Our main workflow is based on a family of image processing operations for ROI segmentation, with a parallel computing extension that utilizes the computing and storage capabilities of IU’s HPC resources. We achieve an order-of-magnitude higher computational power than on a single workstation can be prohibitively expensive. 

Toward More Efficient and Effective Caries Lesion Analysis

Our workflow consists of three steps: (1) image segmentation, (2) 3D model construction and visualization, and (3) qualitative and quantitative analysis. HPC resources are used throughout each step. Figure 3 shows the architecture of our time series analysis of caries lesion activity. Our main workflow is based on a family of image processing operations for ROI segmentation, with a parallel computing extension that utilizes the computing and storage capabilities of IU’s HPC resources. We achieve an order-of-magnitude higher computational power than on a single workstation can be prohibitively expensive.

3 Identifying the Cross-section of Demineralized Enamel

An essential step when studying caries lesion activity based on µ-CT image information is to identify the cross-section of demineralized enamel in every image from each image sequence. This process of identification is broadly referred to as segmentation.

Thresholding

Our image processing operations begin with a thresholding [3] to correct unwanted data. As shown in Figure 5, the whole image has a distribution of gray-scale levels ranging from black (0) to white (255). The gray scales of pixels belonging to demineralized enamel are substantially different from the gray scales of the pixels belonging to air and sound enamel but overlap with the gray scales of the pixels belonging to dentin area. Thresholding is a simple but effective tool to separate demineralized enamel and dentin from air and sound enamel. One method is to first select the two “valley points” ($T_1 = 38, T_2 = 102$, see Figure 5) that separate these two groups. If we assume that the gray-scale histogram corresponds to the µ-CT image, $f(x,y)$, then any point $(x, y)$ for which $f(x,y) > T_1$ is segmented as sound enamel, and any point $(x,y)$ for which $f(x,y) > T_2$ is segmented as air. After this thresholding operation, only the demineralized enamel and dentin, as well as a number of residual noises remain (see Figure 4(b)).

The overlapping of dentin’s gray-scale range and demineralized enamel’s gray-scale range make it difficult to segment the region of interest (i.e., the demineralized enamel) using only thresholding. After some experimentation, we determined that performing despeckling and clustering operations post thresholding allowed us to identify the cross-section of the demineralized enamel.
Despeckling  Specules in our \( \mu \)-CT images are usually caused by noises. If their size is not comparable to the real features of the demineralized enamel, they mostly can be removed with a despeckling operation. Our despeckling operation is designed to use a connected grid (pixel\(^2\)) of a predefined size \([8]\) and removes observable pixels from the dataset if the surrounding grid’s averaged gray scale is different from that of demineralized enamel. A good setting for this in our dataset is a \(7 \times 7\) grid. Figure 4(c) shows the processed image after despeckling.

Clustering  After despeckling, the remaining observable pixels can be clustered into two regions in which the upper observation is considered the cross-section of demineralized enamel. We use the constrained K-means clustering algorithm \([4, 12]\) to cluster the remaining observable pixels based on their spatial features in 2D Euclidean space into two groups. Figure 4(d) shows an example of the region-of-interest we classified.

Parallelizing the Segmentation Process  Sequentially processing each image from each specimen image stack presents a compelling challenge. For example, we typically acquire 5000 digital images from a single tooth specimen. Using a desktop computer with an Intel Pentium 4 3.20GHz processor, it takes approximately 7.1 seconds to fully process a single \(\mu\)-CT image. Using the same computer, it would take nearly one hour to process all 5000 images from each tooth. Fortunately, this processing is easily parallelized. The research being reported in this paper used an Indiana University supercomputer called Quarry\(^1\), where we were able to acquire 32 nodes (i.e., 256 cores). Segmenting a single image using one core on Quarry took about 15 seconds. Despite this significantly slower segmentation execution time for a single image, we achieved much improved overall performance by processing 5000 images within 200 seconds.

4 From Imaging to Visual Analysis

Once the images from each specimen image stack are processed, we then construct a 3D geometric model by “stacking” the slices together and applying a Marching Cube algorithm. We used the CTan software and the “marching cubes 33” as the model generating algorithm. Most of the resulting 3D models have \(O(10^7)\) facets. Interacting with such large data requires significant memory resources and imposes large data transfer between the CPU and GPU. This can be problematic for a single local desktop computer. To overcome this problem, we utilize the ParaView high-performance visualization software. ParaView’s client/server architecture facilitates parallel computation and rendering \([2]\). In our study, both the “data server” and “render server” of ParaView program are configured on IU’s Quarry HPC cluster \([16]\).

3D-Time Series Visualization  A visualization based on lesion models extracted from the segmented image data at different time frames, in conjunction with possible critical statistical investigation result, is used to illustrate the monitored dynamic caries process. ParaView allows us to explore multiple datasets synchronously by giving the user the ability to present them in multiple views. This functionality is used to visualize the temporal sequence of lesion volumes as a 4D image and analyze the lesion volumes as 4D connected components \([7]\). Figure 6 shows such an example. This 3D-time series analysis is based on the full three-dimensional comparison of the caries lesion volume of the three specimen (specimen \#007 was demineralized for 3 days, \#085 for 6 days, and \#145 for 9 days). This objective and quantitative assessments of caries lesion activity helps validate the caries progress and caries reversal in our longitudinal study.

Interacting with Volumetric Models  Although 3D visualization of volumetric models can provide a qualitative understanding of the data (e.g., the density and volume size), gaining quantitative insights from large 3D models can be challenging because the high data density makes it difficult to view all the data at once. In many tasks, both 3D and 2D visualization strategies are needed to better interpret data. For example, Springmeyer et al. observed that 2D techniques are often used to establish precise relationships between parameters, whereas 3D views are typically used to gain a qualitative understanding of the data and sometimes comparative understanding between multiple datasets \([11]\).

We can apply various filters to ParaView’s visualization pipeline to combine 2D slices (cross-sections) with a 3D overview. Figure 7(a) shows one way to peer inside of a volume to perform a Slice on it. The Slice filter will intersect a

---

\(^1\)http://pti.iu.edu/lips/quarry/
volume with a plane and allow you to see the data in the volume where the plane intersects. Slicing is a good mechanism to validate features on some specific locations inside the lesion volume. Figure 7(b) shows another example where a Clip filter is applied to obtain a subset of the original volumetric data. This is especially useful if we want to extract and compare sub-regions across a large data model. Figure 7(c) shows a 3-dimensional model of portion of ROI over all experiment phases.

Fig. 7. (a) Intersects the lesion volume with a plane. The effect is similar to clipping except that all that remains is the geometry where the plane is located, in this way we can examine the distribution and density of demineralized enamel inside a volumetric model. (b) Intersects the lesion volume with a half space. The effect is to remove all the geometry on one side of a user-defined plane. (c) 3D visualization, that allows a time series analysis based on μ-CT images. Time series analysis stands for comparing image data sets from the same person or specimen taken at different times to show the changes.

5 Conclusion

Compare to visual and tactile examinations that are the most common but subjective ways to examine caries lesion activity, 3D-time series analysis based on μ-CT images can evaluate lesion activity by assessing the caries lesion developed with an active biofilm, stopped and reversed by means of a remineralization protocol. We are most interested in exploiting imaging technology, computational algorithm, and visualization methods to make caries activity assessment fast and accurate. To sum up, we report our first steps to exploit high performance computing resource in the 3D-time series analysis of caries lesion activity, based on a large collection of acquired μ-CT images. The current results have suggested that multi-core computation on HPC platforms will have the best chance to enable such scientific computation and analysis faster and more accurate than ever before. In addition, we introduce the use of ParaView for the visual analysis of large 3D models constructed from processed images.
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